HYPERBOLIC POLYGONAL BILLIARDS WITH FINITELY MANY ERGODIC SRB MEASURES
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Abstract. We study polygonal billiards with reflection laws contracting the reflected angle towards the normal. It is shown that if a polygon does not have parallel sides facing each other, then the corresponding billiard map has finitely many ergodic SRB measures whose basins cover a set of full Lebesgue measure.

1. Introduction

The study of the asymptotic behaviour of billiards is an important subject in the theory of dynamical systems. Billiards exhibit a rich variety of statistical properties depending on the geometry of their tables and the reflection law considered.

In this work, we are interested in polygonal tables. The billiard map of a polygonal billiard with the standard reflection law (the angle of reflection equals the angle of incidence) is conservative and non-chaotic: it preserves a measure that is absolutely continuous with respect to the Lebesgue measure, and all its Lyapunov exponents are equal to zero.

A completely different dynamics arises when the reflection law is contracting [13], i.e. when the reflection angle measured from the normal is a contraction of the incidence angle. In this case, the billiard is a dissipative system: its map does not longer preserve an absolutely continuous measure, and may have attractors [1, 2, 8]. Indeed, if there are no period two orbits, then the map has a uniformly hyperbolic attractor [9]. Notice that period two orbits correspond to collisions perpendicular to a pair of parallel sides of the billiard table. These orbits are parabolic, and their union forms an attractor.

For billiards in generic convex polygons with a strong contracting reflection law, we have recently proved the existence of countably many ergodic Sinai-Ruelle-Bowen measures (SRB), each one supported on a uniformly hyperbolic attractor [9]. This result is significantly extended in the current paper by enlarging the class of allowed polygons, including now non-convex polygons, and more importantly by removing any restriction on the contraction factor of the reflection law (cf. [8, 9, 10, 11]). In addition, we establish that the basins of the
ergodic SRB measures cover a set of full Lebesgue measure. The full result is the following.

**Theorem 1.1.** For every polygon without parallel sides facing each other and every contracting reflection law, the corresponding billiard map has a hyperbolic attractor supporting finitely many ergodic SRB measures whose basins cover a set of full Lebesgue measure. Every ergodic SRB measure admits a decomposition into finitely many Bernoulli components, each component having exponential decay of correlations for Hölder observables. Every SRB measure of the billiard map is a convex combination of the ergodic SRB measures. Finally, the set of periodic points is dense in the attractor.

Besides its specific interest, the previous result may prove useful in studying polygonal billiards with the standard reflection law, because they lie at the boundary of the class of billiards considered in this paper.

A long standing conjecture of J. Palis [14] states there exists a dense set of dynamical systems such that each of them have finitely many attractors with ergodic SRB measures whose basins of attraction cover a set with full Lebesgue measure. Since polygons without parallel sides facing each other are dense in the space of all polygons, Theorem 1.1 verifies this conjecture for polygonal billiards with contracting reflection laws.

Polygonal billiards are piecewise smooth systems: they have discontinuities corresponding to trajectories reaching a corner of the table. Discontinuities represent an obstacle to hyperbolicity in that they may prevent the system from having local invariant manifolds, or local invariant manifolds of uniform size. The local fractioning of the unstable manifolds produced by the discontinuities is measured by the branching number of the singular sets (see section 3). The control of the growth of this number is key to guarantee that the expansion along the unstable direction prevails over the fractioning of local unstable manifolds caused by the discontinuities, and allows us to extend the results of [9]. Our proof relies on results for general hyperbolic piecewise smooth maps of Pesin [15] and Sataev [16].

The rest of the paper is organized as follows. In Section 2 we introduce the billiard maps and other basic definitions. The growth of the branching number is studied in Section 3. This result allows us to establish the existence of finitely many ergodic SRB measures in Section 4. Finally, in Section 5, we show that the basins of these measures cover the entire phase space up to a set of zero Lebesgue measure.

### 2. Billiard map

Let $P$ be a polygonal domain (open and connected set) of $\mathbb{R}^2$ with $d$-sides and perimeter equal to one. The billiard in $P$ with the specular
reflection law is the flow on the unit tangent bundle of $P$ generated by the motion of a free point-particle in $P$ with specular reflection at $\partial P$, i.e., the angle of reflection equals the angle of incidence. The corresponding billiard map $\Phi_P$ is the first return map on $M$, the set of unit vectors attached to $\partial P$ and pointing inside $P$.

Each element of $x \in M$ can be identified with a pair $(s, \theta)$, where $s$ is the arclength parameter of $\partial P$ of the base point of $x$, and $\theta$ is the angle formed by $x$ with the positively oriented tangent to $\partial P$ at $s$. Accordingly, we can write

$$M = S^1 \times [-\pi/2, \pi/2].$$

The domain of $\Phi_P$ does not coincide with the entire $M$. To specify it, we first introduce the sets $V$ and $S$. Let $0 = s_1 < \cdots < s_d < 1$ be the values of the arc-length parameter corresponding to the vertices of $P$. The set $V$ is given by

$$V = \{s_1, \ldots, s_d\} \times (-\pi/2, \pi/2),$$

whereas the set $S$ is the subset of $M$ consisting of elements whose forward trajectory hit a vertex of $P$ at the first collision with $\partial P$. Define

$$N = V \cup S \quad \text{and} \quad N^+ = N \cup \partial M.$$ 

Both sets $N$ and $N^+$ consist of finitely many smooth curves [9, Proposition 2.1].

The map $\Phi_P$ is defined on $M \setminus N^+$, and is a piecewise smooth map with singular set $N^+$ in the sense of Definition 4.1. Observe that $\Phi_P(x)$ is the unit vector corresponding to the first collision of the trajectory of $x \in M \setminus N^+$ with $\partial P$. For a detailed definition of $\Phi_P$, we refer the reader to [9] for polygonal table, and to [5] for more general tables.

A reflection law is a function $f: (-\pi/2, \pi/2) \to (-\pi/2, \pi/2)$. For example, the specular reflection law corresponds to the identity function $f(\theta) = \theta$. Let $R_f: M \to M$ be the map $R_f(s, \theta) = (s, f(\theta))$. The billiard map for the polygon $P$ with reflection law $f$ is the map $\Phi_{f,P}: M \setminus N^+ \to M$ given by

$$\Phi_{f,P} = R_f \circ \Phi_P.$$ 

This map is just the first return map on $M$ of the billiard flow in the polygon $P$ with reflection law $f$ (see Figure 1). We call $\Phi_{f,P}$ the billiard map of $P$ with reflection law $f$.

If $f$ is differentiable, then so is $\Phi_{f,P}$. In this case, the explicit expression for the derivative of $\Phi_{f,P}$ can be easily computed (for the derivative of $\Phi_P$, see [5]):

$$D\Phi_{f,P}(s, \theta) = -\left(\frac{\cos \theta}{\cos \vartheta_1} \frac{t(s, \theta)}{\cos \vartheta_1}, \frac{\cos \vartheta_1}{\cos \vartheta_1}, \frac{\cos \theta}{\cos \vartheta_1}, \frac{\cos \vartheta_1}{\cos \vartheta_1} \right),$$

(2.1)
where \((\bar{s}_1, \bar{\theta}_1) = \Phi_P(s, \theta), (s_1, \theta_1) = \Phi_{f,P}(s, \theta)\), and \(t(s, \theta)\) denotes the Euclidean distance in \(\mathbb{R}^2\) between the points of \(\partial P\) with coordinates \(s\) and \(s_1\).

Given a differentiable reflection law \(f\), we define

\[
\lambda(f) = \sup_{\theta \in (-\pi/2, \pi/2)} |f'(\theta)|.
\]

A differentiable reflection law is called \textit{contracting} if \(\lambda(f) < 1\). The simplest example of a contracting reflection law is \(f(\theta) = \sigma \theta\) with \(0 < \sigma < 1\) \([1, 2, 8, 13]\).

**Standing assumptions on \(f\):** we assume throughout the paper that \(f\) satisfies the following condition:

1. \(f\) is a \(C^2\) embedding from \([-\pi/2, \pi/2]\) to \([-\pi/2, \pi/2]\),
2. \(f\) is contracting,
3. \(f(0) = 0\),
4. \(f'(\theta) > 0\) for \(\theta \in (-\pi/2, \pi/2)\).

Since \(f' > 0\), all the entries of \(D\Phi_{f,P}\) have the same sign. This simple fact will play an important role in the arguments presented in the next section.

### 3. Growth of the branching number

To simplify our notation, from now on we shall write \(\Phi\) instead of \(\Phi_{f,P}\). For \(n \geq 1\), define

\[
N_n^+ = N^+ \cup \Phi^{-1}(N^+) \cup \cdots \cup \Phi^{-n+1}(N^+),
\]

and

\[
S_n^+ = S \cup \Phi^{-1}(S) \cup \cdots \cup \Phi^{-n+1}(S).
\]

The set \(N_n^+\) contains all the points of \(M\) where the map \(\Phi^n\) is not defined. Since \(N = V \cup S\) and \(\Phi^{-1}(V \cup \partial M) = \emptyset\), it follows that

\[
N_n^+ = V \cup \partial M \cup S_n^+.
\]

As a direct consequence of the definition of \(S_n^+\), we have

\[
S_{n+k}^+ = S_n^+ \cup \Phi^{-n}(S_k^+) \quad \text{for} \quad k > 0.
\]
Figure 2. Sectors $\Delta_1$, $\Delta_2$ and $\Delta_3$ sharing the same vertex $x \in N_n^+$.  

Hence, $N_{n+k}^+ \setminus N_n^+ = S_{n+k}^+ \setminus S_n^+ \subset \Phi^{-n}(S_k^+)$ and 

$$\Phi^n(N_{n+k}^+ \setminus N_n^+) \subset S_k^+. \quad (3.1)$$

**Definition 3.1.** A sector of order $n$ with vertex $x \in N_n^+$ is a connected component $\Delta$ of $U \setminus N_n^+$ with $U \subset M$ being an open ball centered at a point $x \in N_n^+$ such that the closure of $U$ intersects only smooth components of $N_n^+$ meeting at $x$ (see Figure 2).

The smooth curves forming the boundary of $\Delta$ and meeting at $x$ are called the boundary curves of $\Delta$. A sector $\Delta' \subset \Delta$ of order greater than $n$ with vertex $x$ is called a sub-sector of $\Delta$.

From the definition above, it follows that $\Phi^n : \Delta \to \Phi^n(\Delta)$ is a $C^2$ diffeomorphism for every sector $\Delta$ of order $n$. In particular, the first $n$th iterates of points of $\Delta$ visit the same sequence of sides of $P$. Moreover, if $\Gamma$ is a boundary curve of $\Delta$ such that $\Gamma \not\subset \partial M$, then either $\Gamma \subset V$ or $\Phi^{k-1}(\Gamma) \subset S_k^+$ for some $1 \leq k \leq n$. In other words, all the trajectories starting at points of a boundary curve not contained in $\partial M$ either emerge from the same vertex or hit the same vertex at the $k$th collision with $\partial P$.

**Definition 3.2.** A $C^1$ curve $t \mapsto \gamma(t) = (s(t), \theta(t)) \in M$ is called increasing if $s'(t)\theta'(t) \geq 0$ for every $t$, and is called strictly increasing if $s'(t)\theta'(t) > 0$ for every $t$. A decreasing curve and a strictly decreasing curve are defined similarly by requiring that $s'(t)\theta'(t) \leq 0$ for every $t$ and $s'(t)\theta'(t) < 0$ for every $t$, respectively. A curve $t \mapsto \gamma(t) = (s(t), \theta(t)) \in M$ is called horizontal if there exists a constant $c$ such that $\theta(t) = c$ for every $t$.

**Remark 3.3.** The set $V \cup S_n^+$ consists of finitely many strictly decreasing $C^2$ curves [11, Proposition 2.3].

**Lemma 3.4.** We have $S_n^+ \cap \partial M = \emptyset$ for $n \in \mathbb{N}$.

**Proof.** It can be easily checked that the case $n = 1$ holds true. Hence, in the rest of the proof, we can limit ourselves to consider the case
when \( n \geq 2 \), and \( S_n^+ \) is replaced by \( R_n := S_n^+ \setminus S_1^+ \). We argue by contradiction, and suppose that \( \overline{R_n} \cap \partial M \neq \emptyset \) for some \( n \in \mathbb{N} \). Let \( x \in \overline{R_n} \cap \partial M \). There are precisely two sectors of order \( n \) with vertex \( x \) that have a boundary curve lying on \( \partial M \). Denote the one on the right-hand side of \( x \) by \( \Delta \). One boundary curve of \( \Delta \) is contained in \( \partial M \), whereas the other is contained in \( R_n \).

Now, choose a point \( y \) in the interior the boundary curve \( \gamma \) of \( \Delta \) that is not contained in \( \partial M \) in such a way that the vertical segment with one endpoint in \( y \) and the other one on \( \partial M \) is contained in the closure of \( \Delta \). Denote by \( \gamma_2 \) be the sub-curve of \( \gamma \) with endpoints \( x \) and \( y \), and denote by \( z \) the endpoint of the segment \( \gamma_1 \) belonging to \( \partial M \).

From the definition of \( S_n^+ \), it follows that \( \gamma'_2 := \Phi(\gamma_2) \) is contained in a smooth component of \( S_k^+ \) for some \( 1 \leq k < n \). Since the smooth components of \( S_n^+ \) are strictly decreasing curves by Remark 3.3, so is \( \gamma'_2 \). The map \( \Phi \) is \( C^2 \) differentiable on \( \Delta \), and so \( \gamma'_1 := \Phi(\gamma_1) \) is a \( C^2 \) curve. Since \( \gamma_1 \) is vertical, and the entries of \( D\Phi \) have the same sign (see (2.1)), it follows that \( \gamma'_1 \) is strictly increasing.

Since \( y \in \gamma_1 \cap \gamma_2 \), it follows that \( \Phi(y) \in \gamma'_1 \cap \gamma'_2 \). Moreover, since \( \gamma'_1 \) and \( \gamma'_2 \) are strictly monotone, both limits \( \lim_{\gamma_1 \ni w \to z} \Phi(w) \) and \( \lim_{\gamma_2 \ni w \to z} \Phi(w) \) exist. It is easy to see that these limits coincide, because \( x, z \in \partial M = S^1 \times \{ -\pi/2, \pi/2 \} \). In conclusion, the curves \( \gamma'_1 \) and \( \gamma'_2 \) intersect at both their endpoints. However, this is impossible, because one curve is strictly increasing and the other is strictly decreasing.

\[ \square \]

**Definition 3.5.** A sector \( \Delta \) of order \( n \) is called **regular** if \( \Phi^n|_\Delta \) admits an extension \( \Psi_\Delta : \overline{\Delta} \to \Psi_\Delta(\overline{\Delta}) \) that is a \( C^2 \) diffeomorphism, where \( \overline{\Delta} \) is the closure of \( \Delta \).

**Lemma 3.6.** Suppose that \( \Delta \) is a regular sector of order \( n \). If \( \Gamma \) is a boundary curve of \( \Delta \) that is not contained in \( \partial M \), then \( \Psi_\Delta(\Gamma) \) is a \( C^2 \) increasing curve.

**Proof.** Define \( F(s, \theta) = (s, f(-\theta)) \) for \( (s, \theta) \in M \), and let \( N^- = F(V \cup S_1^+) \). Remark 3.3 combined with \( f' > 0 \) implies that \( N^- \) consists of strictly increasing \( C^2 \) curves.

Let \( \Gamma \) be as in the statement of the lemma. By the remark after Definition 3.1, we have either \( \Gamma \subset V \) or \( \Phi(\Gamma) \subset S_1^+ \) for some \( 0 \leq i \leq n - 1 \). Then, it is not difficult to see that there exists \( 0 \leq k \leq n - 1 \) such that \( \Psi_\Delta(\Gamma) \subset \Phi^k(N^-) \). Since \( N^- \) consists of strictly increasing \( C^2 \) curves, to obtain the wanted conclusion is enough to observe that if \( \gamma \) is a strictly increasing curve such that \( \gamma \cap N_i^+ = \emptyset \), then \( \Phi^i(\gamma) \) is strictly increasing curve as well. This is so, because all the entries of the matrix of \( D\Phi^i \) have the same sign (see (2.1)). \( \square \)

**Definition 3.7.** Let \( \Delta \) be a sector with vertex \( x \). A curve \( \gamma : [a, b] \to M \) is called **\( \Delta \)-curve** if \( \gamma(a) = x \) and \( \gamma(t) \in \Delta \) for \( t \in (a, b) \).
In the next lemma, we give a necessary condition for a regular sector \( \Delta \) to contain singular \( \Delta \)-curves. By definition, if \( \Delta \) is a sector of order \( n \), then \( \Delta \cap S_n^+ = \emptyset \). Hence, if there exists a \( \Delta \)-curve \( \gamma \) contained in \( S_{n+k}^+ \) for some \( k > 0 \), then we must have \( \gamma \subset S_{n+k}^+ \setminus S_n^+ \).

**Lemma 3.8.** Suppose that \( \Delta \) is a regular sector of order \( n \). If there exists a \( \Delta \)-curve contained in \( S_{n+k}^+ \) for some \( k > 0 \), then there exists also a horizontal \( \Delta \)-curve.

**Proof.** First of all, we observe that if \( x \) is the vertex of \( \Delta \), then \( x \notin \partial M \) by Lemma 3.4. Now, let \( \gamma \) be the \( \Delta \)-curve contained in \( S_{n+k}^+ \). Then \( \gamma \subset S_{n+k}^+ \setminus S_n^+ \), and so (3.1) implies that \( \Psi_\Delta(\gamma) \subset S_k^+ \). Hence \( \Phi_n^\Delta(\gamma) \) is a strictly decreasing curve passing through \( \Psi_\Delta(x) \). Next, the region \( \Psi_\Delta(\Delta) \) is bounded by the curves \( \Gamma_1 \) and \( \Gamma_2 \), which are the images under \( \Psi_\Delta \) of the boundary curves of \( \Delta \), passing through \( \Psi_\Delta(x) \), and are increasing by Lemma 3.6.

Summarizing, \( \Psi_\Delta(\Delta) \) is bounded by the increasing curves \( \Gamma_1 \) and \( \Gamma_2 \), and contains a strictly decreasing curve \( \Psi_\Delta(\gamma) \). Moreover, all these curves pass through \( \Psi_\Delta(x) \). It is now easy to see that \( \Psi_\Delta(\Delta) \) must contain a horizontal curve \( \chi \) passing through \( \Psi_\Delta(x) \). Since horizontal curves are mapped by \( \Psi_\Delta^{-1} \) into horizontal curves, we conclude that \( \Psi_\Delta^{-1}(\chi) \) is a horizontal \( \Delta \)-curve. \( \square \)

Since sectors are bounded by strictly decreasing curves, among the sectors of a given order with a given vertex, there are only two of them whose closure contains horizontal curves passing through the vertex.

**Definition 3.9.** Let \( b_n \) be the maximum number of distinct regular sectors of order \( n \) with the same vertex. We call \( b_n \) the *branching number of order* \( n \).

**Theorem 3.10.** We have \( b_n \leq (2n - 1)b_1 \) for \( n \geq 1 \).

**Proof.** To prove the corollary, we show that \( b_{n+1} - b_n \leq 2b_1 \) for \( n \geq 1 \), which implies the wanted conclusion. This is achieved by estimating the maximum number of regular sectors of order \( n \) containing components of \( S_{n+1}^+ \) passing through their vertices, and the maximum number of such components.

Consider a regular sector \( \Delta \) of order \( n \) with vertex \( x \). Let \( a \) be the maximum number of \( \Delta \)-curves contained in \( S_{n+1}^+ \). Since \( \Delta \) is of order \( n \), these curves are indeed contained in \( S_{n+1}^+ \setminus S_n^+ \). By (3.1), their image under \( \Psi_\Delta \) consists of an equal number of curves contained in \( S_1^+ \) and meeting at \( \Psi_\Delta(x) \). Hence \( a \leq b_1 \). If \( a > 0 \), then Lemma 3.8 implies that there exist horizontal \( \Delta \)-curves. Since there are only two sectors of order \( n \) with vertex \( x \) having this property, we conclude that \( b_{n+1} - b_n \leq 2b_1 \). \( \square \)

**Definition 3.11.** A non-regular sector is called *primary* if it is not a sub-sector of a non-regular sector.
Remark 3.12. It is not difficult to see that if $\Delta$ is a non-regular sector of order $n$ with vertex $x$, then either $x \in \partial M$, or there exists $0 \leq k < n$ such that $\Phi^k$ is a $C^2$ diffeomorphism on the closure of $\Delta$, and $\Phi^k(x)$ is a tangential singularity. Moreover, every sub-sector of $\Delta$ is non-regular as well. If $\Delta$ is primary, then $k = n - 1$.

4. Existence of SRB measures

In this section, we prove our main result. It relies on results of Pesin and Sataev on the existence and properties of SRB measures for general hyperbolic piecewise smooth maps. For the convenience of the reader, we first state the results with the necessary definitions.

4.1. Hyperbolic piecewise smooth maps. Let $\mathcal{M}$ be a smooth manifold with Riemannian metric $\rho$. The Lebesgue measure of $\mathcal{M}$ generated by $\rho$ is denoted by $\nu$. Let $U$ be a connected open subset of $\mathcal{M}$ with compact closure. Finally, let $N$ be a subset of $U$ closed in the relative topology of $U$.

Definition 4.1. A map $F: U \setminus N \to \mathcal{M}$ is called a piecewise smooth map if $F$ is a $C^2$ diffeomorphism from $U \setminus N$ onto its image $F(U \setminus N)$. The set $N^+ := N \cup \partial M$ is called the singular set of $F$.

Let $N^- = \partial(F(M \setminus N^+))$.

Definition 4.2. Let $U^+ = \{x \in U: F^n(x) \notin N^+ \ \forall n \geq 0\}$ be the set of all elements of $M$ with infinite positive semi-orbit. Define

$$D = \bigcap_{n \geq 0} F^n(U^+).$$

The set $A = \overline{D}$ is called the generalized attractor of $F$.

Condition A1: There exist positive constants $\tilde{A}$ and $a$ such that for every $x \in U \setminus N^+$,

$$\|D^2 F(x)\| \leq \tilde{A} \rho(x, N^+)^{-a} \quad \text{and} \quad \|D^2 F^{-1}(F(x))\| \leq \tilde{A} \rho(x, N^-)^{-a}.$$

A cone in $T_x \mathcal{M}, x \in U$ with an axial linear subspace $P \subset T_x \mathcal{M}$ and angle $\alpha > 0$ is the set given by

$$C_\alpha(x, P) = \{v \in T_x \mathcal{M}: \angle(v, P) \leq \alpha\}.$$

Condition A2: The map $F$ is uniformly hyperbolic. Namely, there exist two constants $c > 0$, $\lambda > 1$ and cones

$$C^s(x) = C_{\alpha^s(x)}(x, P^s(x)) \quad \text{and} \quad C^u(x) = C_{\alpha^u(x)}(x, P^u(x)),$$

with axial subspaces $P^u(x), P^s(x)$ and positive angles $\alpha^u(x), \alpha^s(x)$ for $x \in U \setminus N^+$ such that

1. $T_x U = P^u(x) \oplus P^s(x)$,
2. $\dim P^u(x)$ and $\dim P^s(x)$ are constant,
(3) the angle between $C^n(x)$ and $C^s(x)$ is uniformly bounded away from zero,

(4) $DF(x)(C^n(x)) \subset C^u(F(x))$ and $DF^{-1}(F(x))(C^s(F(x))) \subset C^s(x)$ for $x \in U \setminus N^+$,

(5) if $x \in U^+$ and $n \in \mathbb{N}$, then $\|DF^n(x)v\| \geq c\lambda^n\|v\|$ for $v \in C^u(x)$, and $\|DF^{-n}(F^n(x))v\| \geq c\lambda^n\|v\|$ for $v \in C^s(x)$.

**Definition 4.3.** We say that a piecewise smooth map $F$ is hyperbolic or that $\mathcal{A}$ is a hyperbolic attractor if $F$ satisfies Conditions A1 and A2.

Following [15], for every $\epsilon > 0$ and every $l \in \mathbb{N}$, we define

$D_{\epsilon,l}^+ = \{x \in U^+: \rho(F^n(x), N^+) \geq l^{-1}e^{-\epsilon n} \forall n \geq 0\}$,

$D_{\epsilon,l}^- = \{x \in \mathcal{A}: \rho(F^{-n}(x), N^-) \geq l^{-1}e^{-\epsilon n} \forall n \geq 0\}$,

$D_{\epsilon,l} = D_{\epsilon,l}^+ \cap \mathcal{A}$,

and

$D_{\epsilon}^\pm = \bigcup_{l \geq 1} D_{\epsilon,l}^\pm$, $D_{\epsilon}^0 = D_{\epsilon}^- \cap D_{\epsilon}^+$.

Roughly speaking, the sets $D_{\epsilon,l}^+$ (resp. $D_{\epsilon,l}^-$) consists of points in $D$ whose forward (resp. backward) orbit does not get too close to the singular set. These sets are compact.

The local stable manifold $W_{loc}^s(x)$ through a point $x \in U^+$ is the set of all $y \in U^+$ such that $F^n(x)$ and $F^n(y)$ belong to the same connected component of $\mathcal{M} \setminus N^+$ for every $n \geq 0$, and $\rho(F^n(x), F^n(y)) \to 0$ as $n \to +\infty$. The local unstable manifold $W_{loc}^u(x)$ at $x \in D$ is defined similarly by replacing $F$ with $F^{-1}$.

Local stable and unstable manifolds exist at each point of $D_{\epsilon}^0$ for $\epsilon$ sufficiently small.

**Proposition 4.4.** If $F$ is a hyperbolic piecewise smooth map, then there exists $\epsilon_0 > 0$ such that for all $0 < \epsilon < \epsilon_0$, $W_{loc}^s(x)$ (resp. $W_{loc}^u(x)$) is a $C^1$ embedded submanifold of uniform size $\delta_{l} > 0$ for every $l \in \mathbb{N}$ and for every $x \in D_{\epsilon,l}^+$ (resp. $x \in D_{\epsilon,l}^-$).

**Proof.** This is [15, Proposition 4] for points in $D_{\epsilon,l}^+$ (resp. $D_{\epsilon,l}^-$). In order to obtain the same result for points in $D_{\epsilon,l}^+$ it is enough to observe that the local stable manifold $W_{loc}^s(x)$ depends only on the forward orbit of $x$. \qed

**Definition 4.5.** Let $F$ be a hyperbolic piecewise smooth map. An invariant Borel probability measure $\mu$ on the attractor $\mathcal{A}$ is called SRB if $\mu(D_{\epsilon}^0) = 1$ with $\epsilon > 0$ as in Proposition 4.4, and the conditional measures of $\mu$ on the local unstable manifolds are absolutely continuous.

\footnote{These measures are called Gibbs u-measures in [15].}
Definition 4.6. Given an invariant Borel probability $\mu$ on $\mathcal{M}$, its basin $B(\mu)$ is the set of points $x \in U^+$ such that

$$\lim_{n \to +\infty} \frac{1}{n} \sum_{j=0}^{n-1} \varphi(F^j(x)) = \int \varphi \, d\mu$$

for any continuous function $\varphi : \mathcal{M} \to \mathbb{R}$. We say that $\mu$ is a physical measure if $B(\mu)$ has positive $\nu$-measure.

Proposition 4.7 ([15, Theorem 3]). Every ergodic SRB measure is a physical measure.

Let $\mathcal{N}^+ \subset \mathcal{M}$ be the $\epsilon$-neighbourhood of $\mathcal{N}^+$ for $\epsilon > 0$. The Lebesgue measure of a submanifold $W \subset \mathcal{M}$ is denoted by $\nu_W$. A smooth submanifold $W \subset \mathcal{M}$ is called a $u$-manifold if the dimension of $W$ is equal to the dimension of the unstable subspaces of $F$, and the tangent space of $W$ at $x$ is contained in $C^u(x)$ for every $x \in W$.

Condition H: There exist constants $C > 0$, $a \in (0,1)$, $\beta > 0$ and $\epsilon_0 > 0$ such that for every $u$-manifold $W$, every $n \geq 1$ and every $\epsilon \in (0, \epsilon_0)$,

$$\nu_W (W \cap F^{-n}(\mathcal{N}^+_\epsilon)) \leq C \epsilon^\beta (a^n + \nu_W(W)).$$

Roughly speaking, this condition states that the relative measure of points in a $u$-manifold ending up in a small neighbourhood of $\mathcal{N}^+$ is of the same order as the size of the neighbourhood. To the best of our knowledge, Condition H was first introduced [6] (see also [5]).

Theorem 4.8 below contains the main results of Pesin and Sataev concerning SRB measures for hyperbolic piecewise smooth maps. It states that if such a map $F$ satisfies Condition H, then $F$ admits SRB measures, each of them being a convex combinations of finitely many ergodic SRB measures [16, Theorems 5.12 and 5.15]. Moreover, every ergodic SRB measure decomposes into finitely many Bernoulli components cyclically permuted by $F$ [15, Theorem 4], and the periodic orbits of $F$ are dense in the attractor $A$ [15, Theorem 11].

Theorem 4.8. Let $F$ be a hyperbolic piecewise smooth map satisfying Condition H. There exist finitely many ergodic SRB measures $\mu_1, \ldots, \mu_m$ concentrated on pairwise disjoint subsets $\mathcal{E}_1, \ldots, \mathcal{E}_m$ of the attractor $A$ such that

1. for every SRB measure $\mu$, there exist $\alpha_1, \ldots, \alpha_m \geq 0$ with $\sum_{i=1}^m \alpha_i = 1$ such that $\mu = \sum_{i=1}^m \alpha_i \mu_i$,
2. for each $i = 1, \ldots, m$, there exist disjoint subsets $\mathcal{M}_{i,1}, \ldots, \mathcal{M}_{i,k_i}$ with $k_i \in \mathbb{N}$ such that $\mathcal{E}_i = \bigcup_{j=1}^{k_i} \mathcal{M}_{i,j}$ (mod $\theta$), $F(\mathcal{M}_{i,j}) = \mathcal{M}_{i,j+1}$ for $1 \leq j < k_i$, $F(\mathcal{M}_{i,k_i}) = \mathcal{M}_{i,1}$, and the system $(\mathcal{F}^{k_i}|_{\mathcal{M}_{i,j}}, \mu_{i,j})$ with $\mu_{i,j}$ being the normalized restriction of $\mu_i$ to $\mathcal{M}_{i,j}$ is Bernoulli,
3. the set of periodic points of $F$ is dense in $A$. 

The system \((\mathcal{F}^{k_i}|_{M_{i,j}}, \mu_{i,j})\) is called a Bernoulli component of \(\mathcal{F}\).

We observe that Pesin obtained a weaker result than Conclusion (1) of Theorem 4.8. He proved the existence of SRB measures, and that each SRB measure is a convex combinations of countably many ergodic SRB measures.

Condition H does not appear in the works of Pesin and Sataev. However, this condition is equivalent to Conditions H3 and H4 assumed by Sataev. Pesin assumed similar but weaker conditions. Conditions H3 and H4 of Sataev are the following.

**Condition H3:** There exist positive constants \(B, \beta', \epsilon_1\) such that
\[
\nu(\mathcal{F}^{-n}(\mathcal{N}_c^+)) < Be^{\beta' \epsilon} \text{ for } n \geq 1 \text{ and } \epsilon \in (0, \epsilon_1).
\]

A smooth submanifold \(W \subset M\) is a \(u\)-manifold if the dimension of \(W\) is equal to the one of the unstable subspaces of \(\mathcal{F}\), and the tangent space of \(W\) is contained in \(C^u(x)\) for every \(x \in W\).

**Condition H4:** There exist positive constants \(\beta'\) and \(\epsilon_1\) such that for every \(u\)-manifold \(W\), there exist an integer \(m = m(W)\) and a constant \(B = B(W) > 0\) such that for every \(0 < \epsilon < \epsilon_1\),
\[
\begin{align*}
(1) \quad & \nu_W(W \cap \mathcal{F}^{-n}(\mathcal{N}_c^+)) < e^{\beta' \epsilon} \nu_W(W) \text{ for } n > m, \\
(2) \quad & \nu_W(W \cap \mathcal{F}^{-n}(\mathcal{N}_c^+)) < Be^{\beta' \epsilon} \nu_W(W) \text{ for } n \geq 1.
\end{align*}
\]

For completeness, we provide the proof of the equivalence between Condition H and Conditions H3 and H4.

**Lemma 4.9.** Condition H is equivalent to Conditions H3 and H4.

**Proof.** The fact H3 and H4 imply H is trivial. We prove the other direction of the equivalence. Since \(\alpha \in (0, 1)\) and \(\nu_W(W)\) has a uniform upper bound in \(W\), there exists a constant \(B\) such that \(C(a^n + \nu_W(W)) < B\) for every \(n \geq 1\) and every \(u\)-manifold \(W\). From H, it follows that if \(\beta' = \beta\) and \(\epsilon_1 = \epsilon_0\), then
\[
\nu_W(W \cap \mathcal{F}^{-n}(\mathcal{N}_c^+)) < Be^{\beta'}
\]
for every \(n \geq 1\) and every \(u\)-manifold \(W\). Condition H3 follows from the previous inequality by covering \(\mathcal{U}\) with a smooth family of \(u\)-manifolds, and using Fubini’s Theorem. Conditions H4 follows directly from H by taking
\[
\beta' \in (0, \beta), \quad \epsilon_1 = \min \left\{ \epsilon_0, (2C)^{-1/b} \right\},
\]
and
\[
B(W) = \frac{1 + a/\nu_W(W)}{2}, \quad m(W) = \left\lfloor \frac{\log \nu_W(W)}{\log a} \right\rfloor,
\]
where \(\lfloor x \rfloor\) is the integer part of \(x\). Indeed, if \(\epsilon < \epsilon_1\) and \(n > m(W)\), then
\[
\nu_W(W \cap \mathcal{F}^{-n}(\mathcal{N}_c^+)) \leq C e^{\beta} (a^n + \nu_W(W)) \leq 2C e^{\beta} \nu_W(W) \leq e^{\beta' \epsilon} \nu_W(W).
\]
Moreover, for every \( n \geq 1 \),
\[
\nu_W(W \cap \mathcal{F}^{-n}(N^+_e)) \leq C e^\beta (a^n + \nu_W(W)) \leq C e^\beta (a + \nu_W(W)) \leq 2C e^\beta B(W) \nu_W(W) \leq e^\beta B(W) \nu_W(W).
\]

4.2. SRB measures for polygonal billiards. Recall that \( \Phi_{f,P} \) denotes the billiard map for the polygon \( P \) with a contracting reflection law \( f \) satisfying the conditions introduced at the end of Section 2. As before, we will simply write \( \Phi \) for \( \Phi_{f,P} \) when no confusion can arise.

Also, recall that \( N^+ = V \cup S \cup \partial M \) and \( N^- = \partial(\Phi(M \setminus N^+)) \).

The sets \( M, N, N^\pm, D, D^\pm_e, A, \ldots \) are the analog for the billiard map \( \Phi \) of the sets \( \mathcal{M}, \mathcal{N}, \mathcal{N}^\pm, \mathcal{D}, \mathcal{D}^\pm_e, \mathcal{A}, \ldots \) for a general piecewise smooth map \( \mathcal{F} \). We also observe that for \( \Phi \), the analog of \( \mathcal{U} \) is the set \( M \setminus \partial M \).

We say that a polygon \( P \) has no parallel sides facing each other if the endpoints of every straight segment contained inside \( P \) and joining orthogonally two sides of \( P \) are vertices of \( P \). Notice that \( P \) has no parallel sides facing each other if and only if \( \Phi \) has no periodic orbits of period two. The reflection law \( f \) does not play any role in the previous claim, because we assumed that \( f(0) = 0 \).

**Proposition 4.10.** The map \( \Phi_{f,P} \) is piecewise smooth satisfying Condition A1. Moreover, \( \Phi_{f,P} \) satisfies Condition A2 if and only if \( P \) does not have parallel sides facing each other.

**Proof.** The first part is a direct consequence of the fact that the standard billiard map satisfies Condition A1 (see [12, Theorem 7.2]) and that a reflection law \( f \) together with its inverse has bounded second derivatives. The second claim follows from [9, Corollary 3.4]. \( \square \)

**Remark 4.11.** It is easy to see that the horizontal direction (\( \theta = \text{const.} \)) is always preserved by \( D\Phi_{f,P} \). If \( \Phi_{f,P} \) is uniformly hyperbolic, then the horizontal direction is indeed the expanding direction of \( \Phi_{f,P} \) [9, Corollary 3.4].

We can now state the first part of our main result.

**Theorem 4.12.** If \( P \) does not have parallel sides facing each other, then the conclusions of Theorem 4.8 hold for \( \Phi_{f,P} \) for every contracting reflection law \( f \). Moreover, each Bernoulli component of \( \Phi_{f,P} \) has exponential decay of correlations for Hölder observables.

The proof of this theorem is given in Subsection 4.4.

4.3. Growth lemma. We introduce a new condition called \( n \)-step expansion, and prove that it implies Condition H. Results of this type are called growth lemmas (for instance, see [5, Section 5]). We adopt this terminology. The \( n \)-step expansion condition was introduced in [6]. Rather than giving the most general formulation of this condition, we formulate it only for the billiard map \( \Phi \).
**Definition 4.13.** A horizontal open segment contained in $M \setminus \partial M$ is called a $h$-curve.

**Definition 4.14.** We say that $\Phi$ satisfies the $n$-step expansion condition if there exists $n \in \mathbb{N}$ such that

$$\beta(\Phi) := \liminf_{\delta \to 0} \sup_{\Gamma \in \mathcal{H}(\delta)} \sum_{\gamma \in \pi_0(\Gamma \setminus N_+^\varepsilon)} \frac{1}{a_n(\gamma)} < 1,$$

where $\mathcal{H}(\delta)$ is the set of $h$-curves of length less than or equal to $\delta$, $\pi_0(\Gamma \setminus N_+^\varepsilon)$ the set of connected components of $\Gamma \setminus N_+^\varepsilon$ and $a_n(\gamma)$ is the least expansion coefficient of $D\Phi^n|_{(1,0)}$ on $\gamma$, i.e.

$$a_n(\gamma) = \inf_{x \in \gamma} \|D_x\Phi^n|_{(1,0)}\|.$$

Given an $h$-curve $\Gamma$, we denote by $\ell(\Gamma)$ the Lebesgue measure of $\Gamma$. We will drop the index $\gamma$ in $\ell(\gamma)$ when no confusion can arise about which curve $\gamma$ the measure $\ell$ refers to.

Recall that $N_+^\varepsilon$ denotes the $\varepsilon$-neighborhood of $N_+$.

**Theorem 4.15** (Growth lemma). If $\Phi$ satisfies the $n$-step expansion condition, then there exist $\beta(\Phi) \leq a < 1$, $\varepsilon_0 > 0$ and $C > 0$ such that for any $h$-curve $\Gamma$, $r \geq 0$ and $0 < \varepsilon < \varepsilon_0$,

$$\ell(\Gamma \cap \Phi^{-r}(N_+^\varepsilon)) \leq C\varepsilon(a^r + \ell(\Gamma)).$$

**Proof.** Since $\Phi(M \setminus N) \subset (-\lambda(f)\pi/2, \lambda(f)\pi/2)$ and $\lambda(f) < 1$, there exists a small $\varepsilon_0$ such that $\varepsilon_0$-neighborhood of $\partial M$ does not intersect $\Phi(M \setminus N_+^\varepsilon)$. Therefore, it is enough to prove (4.2) with $N_++\varepsilon$ replaced by $N_\varepsilon$.

Choose $\delta > 0$ in such a way that

$$\zeta := \sup_{\Gamma \in \mathcal{H}(\delta)} \sum_{\gamma \in \pi_0(\Gamma \setminus N_+^\varepsilon)} \frac{1}{a_1(\gamma)} < 1.$$

Notice that $\zeta^{1/n} \geq \zeta \geq \beta(\Phi)$. We call an $h$-curve long if its length is larger or equal than $\delta$, otherwise we call it short.

Let $N_0^\varepsilon = \emptyset$, and consider an $h$-curve $\Gamma$. By Remark 3.3, the set $\Gamma \cap N_+^\varepsilon$ consists of $q_p$ elements for every $p \geq 0$. Hence, $\Phi^n(\Gamma \setminus N_+^\varepsilon)$ is a union of pairwise disjoint $h$-curves:

$$\Phi^n(\Gamma \setminus N_+^\varepsilon) = \bigcup_{i=1}^{q_p} \Gamma_{p,i}.$$

Clearly $q_p \leq q_{p+1}$, and $q_0 = 1$ because $\Gamma_{0,1} = \Gamma$.

Write $r = mn + u \geq 0$ for $m \geq 0$ and $0 \leq u \leq n - 1$. Let $\Psi = \Phi^n$. Let $I_{k,l}$ be the set of indices $i \in \{1, \ldots, q_{mn}\}$ such that

1. $\Psi^{-m+k}(\Gamma_{mn,i}) \subset \Gamma_{kn,l}$,
2. $\Psi^{-s}(\Gamma_{mn,i})$ is contained in a short $h$-curve for $1 \leq s \leq m-k-1$. 


Denote by $L$ the set of pairs of indices $(k, l)$ with $k \in \{1, \ldots, m\}$ and $l \in \{1, \ldots, q_{kn}\}$ such that $\Gamma_{kn,l}$ is a long $h$-curve. The sets $\{I_{k,l}\}_{(k,l) \in L}$ are disjoint, and together with $I_{0,1}$ form a partition of $\{1, \ldots, q_{mn}\}$. Then, we can estimate $\ell(\Gamma \cap \Phi^{-r}(N_\epsilon))$ as follows:

$$
\ell(\Gamma \cap \Phi^{-r}(N_\epsilon)) = \sum_{(k,l) \in L} \ell(\Psi^{-m}(\Gamma_{mn,i} \cap \Phi^{-u}(N_\epsilon)))
$$

$$
\leq \ell(\Lambda_{0,1}) + \sum_{(k,l) \in L} \ell(\Lambda_{k,l}) \ell(\Psi^{-k}(\Gamma_{kn,l})).
$$

where

$$
\Lambda_{k,l} := \bigcup_{i \in I_{k,l}} \Psi^{-m+k}(\Gamma_{mn,i} \cap \Phi^{-u}(N_\epsilon)).
$$

Since the restriction of $\Psi^{-m+k}$ to $\Gamma_{mn,i}$ is affine, we have

$$
\frac{\ell(\Psi^{-k}(\Lambda_{k,l}))}{\ell(\Psi^{-k}(\Gamma_{kn,l}))} = \frac{\ell(\Lambda_{k,l})}{\ell(\Gamma_{kn,l})}.
$$

Since $\Gamma_{kn,l}$ is long for $(k, l) \in L$, it follows that for any $r \geq 0$ and any $0 < \epsilon < \epsilon_0$,

$$
\ell(\Gamma \cap \Phi^{-r}(N_\epsilon)) \leq \ell(\Lambda_{0,1}) + \frac{1}{\delta} \sum_{(k,l) \in L} \ell(\Lambda_{k,l}) \ell(\Psi^{-k}(\Gamma_{kn,l})).
$$

We now estimate $\ell(\Lambda_{k,l})$. Let $t = m - k$. Given $i \in I_{k,l}$, let $i_s \in \{1, \ldots, q_{(m-t+s)n}\}$ be the index defined by $\Psi^{-t+s}(\Gamma_{mn,i}) \subset \Gamma_{(m-t+s)n,i_s}$ for $1 \leq s \leq t$. Also, let $a(s, i_s)$ be the least expansion of $\Psi$ along the curve $\Psi^{-1}(\Gamma_{(m-t+s)n,i_s})$ for $1 \leq s \leq t$. Thus,

$$
\ell(\Lambda_{k,l}) \leq \sum_{i \in I_{k,l}} \ell(\Psi^{-t}(\Gamma_{mn,i} \cap \Phi^{-u}(N_\epsilon)))
$$

$$
\leq \sum_{i \in I_{k,l}} \frac{\ell(\Gamma_{mn,i} \cap \Phi^{-u}(N_\epsilon))}{a(1, i_1) \cdots a(t, i_t)}.
$$

The uniform transversality between $N$ and the horizontal direction implies that there exists a constant $C' > 0$ independent of $\Gamma$, $r$ and $i'$ such that

$$
\ell(\Gamma_{r,i'} \cap N_\epsilon) \leq C' \epsilon.
$$

Let $d > 0$ be the maximum number of intersection points of $N$ with $h$-curves. Also, let $b > 0$ be the least expansion of $\Phi$ along the horizontal direction. Note that $b$ is not necessarily greater than 1, and that $d$ and $b$ depend only on $\Phi$. Then, each $\Gamma_{mn,i}$ contains at most $(d + 1)^u$ curves $\Phi^{-u}(\Gamma_{r,i'})$. This together the previous estimate implies

$$
\ell(\Gamma_{mn,i} \cap \Phi^{-u}(N_\epsilon)) \leq \frac{(d + 1)^u}{bu} C' \epsilon.
$$
Define $I_1 = \{i_1 : i \in I_{k,l}\}$, and $I_s = \{(i_{s-1}, i_s) : i \in I_{k,l}\}$ for $1 \leq s \leq t$.

Then, we have

\[
\sum_{i \in I_{k,l}} \frac{1}{a(1, i_1) \cdots a(t, i_t)} = \sum_{j_1 \in I_1} \sum_{(j_{1,2}) \in I_2} \cdots \sum_{(j_{t-1, t}) \in I_t} \frac{1}{a(1, j_1) \cdots a(t, j_t)} = \sum_{j_1 \in I_1} \frac{1}{a(1, j_1)} \sum_{(j_{1,2}) \in I_2} \frac{1}{a(2, j_2)} \cdots \sum_{(j_{t-1, t}) \in I_t} \frac{1}{a(t, j_t)}
\]

Since the curve $\Gamma_{(m-t+s-1)n,j_s-1} \supseteq \Psi^{-1}(\Gamma_{(m-t+s)n,j_s})$ is short, (4.1) implies

\[
\sum_{(j_{t-1, t}) \in I_t} \frac{1}{a(s, j_s)} \leq \zeta, \quad 2 \leq s \leq t.
\]

The same argument does not necessarily apply to $\sum_{j_1 \in I_1} 1/a(1, j_1)$, because the curve $\Gamma_{kn,l} \supseteq \Psi^{-1}(\Gamma_{(m-t+1)n,j_1})$ may be long. However, we have

\[
\sum_{j_1 \in I_1} \frac{1}{a(1, j_1)} \leq \frac{d+1}{b}.
\]

Hence,

\[
\sum_{i \in I_{k,l}} \frac{1}{a(1, i_1) \cdots a(t, i_t)} \leq \frac{d+1}{b} \zeta^{t-1},
\]

and so

\[
\ell(A_{k,l}) \leq C'' \epsilon \zeta^{m-k}, \quad C'' = \frac{C'}{\zeta} \left( \frac{d+1}{b} \right)^{u+1}.
\]

The above estimate implies

\[
\ell (\Gamma \cap \Phi^{-r}(N_{\epsilon})) \leq C'' \epsilon \zeta^m + \frac{C'' \epsilon}{\delta} \sum_{k=1}^{m} \zeta^{-k} \sum_{l=1}^{q_{kn}} \ell \left( \Psi^{-k}(\Gamma_{kn,l}) \right).
\]

Since

\[
\sum_{l} \ell \left( \Psi^{-k}(\Gamma_{kn,l}) \right) = \ell \left( \bigcup_{l=1}^{q_{kn}} \Psi^{-k}(\Gamma_{kn,l}) \right) \leq \ell(\Gamma),
\]

we obtain

\[
\ell (\Gamma \cap \Phi^{-r}(N_{\epsilon})) \leq C'' \epsilon \zeta^m + \frac{C'' \epsilon \ell(\Gamma)}{\delta (1 - \zeta)} \leq C'' \epsilon \zeta^m \delta^{-1} + \frac{C'' \epsilon \ell(\Gamma)}{\delta (1 - \zeta)},
\]

which implies the wanted conclusion. $\square$
4.4. **Proof of Theorem 4.12.** In this subsection, we prove the \( n \)-step expansion for the billiard map and Theorem 4.12.

Since we assume that the polygon \( P \) does not have parallel sides facing each other, the map \( \Phi \) is uniformly hyperbolic by Proposition 4.10.

Define the least expansion rate of \( D\Phi^n \) along the unstable direction by

\[
A_n := \inf_{x \in M^+} \| D_x \Phi^n \|_{(1,0)}.
\]

Also define

\[
\alpha(x) := \frac{\cos \theta(x)}{\cos \theta_1(x)} \geq \cos \left( \frac{\pi}{2} \lambda(f) \right), \tag{4.3}
\]

and

\[
\alpha_n(x) := \| D_x \Phi^n \|_{(1,0)} = \alpha(x) \cdots \alpha(\Phi^{n-1}(x)). \tag{4.4}
\]

**Lemma 4.16.** Suppose that \( \Delta \) is a primary non-regular sector of order \( n \) with vertex \( x \not\in \partial M \). If \( \Delta' \) is a sub-sector of \( \Delta \) of order \( m > n \), or \( \Delta' = \Delta \) and \( m = n \), then

\[
\lim_{\Delta' \ni y \to x} \alpha_m(y) = +\infty.
\]

**Proof.** By Remark 3.12, the map \( \Phi^{n-1} \) is a \( C^2 \) diffeomorphism on the closure of \( \Delta \), and \( \Phi^{n-1}(x) \) is a tangential singularity. Thus, \( \bar{\theta}_1(\Phi^k(x)) = \pm \pi/2 \), and so \( \alpha(\Phi^{n-1}(y)) \to +\infty \) as \( \Delta \ni y \to x \). The claim now follows from (4.3), (4.4) and \( \Delta' \subseteq \Delta \). \( \Box \)

**Proposition 4.17.** The map \( \Phi \) has \( n \)-step expansion for every \( n \) sufficiently large.

**Proof.** Given a sector \( \Delta \) of order \( \leq n \) with vertex \( x \), let

\[
\Delta_\epsilon = \{ y \in \Delta(x) : \text{dist}(y, x) < \epsilon \}
\]

for \( \epsilon > 0 \). Denote by \( C_\epsilon \) the union of all \( \Delta_\epsilon \) with \( \Delta \) being a primary non-regular sector of order \( \leq n \) with vertex not belonging to \( \partial M \).

For a fixed \( \Gamma \in \mathcal{H}(\delta) \), we have

\[
\sum_{\gamma \in \pi_0(\Gamma \setminus N^+_n)} \frac{1}{a_n(\gamma)} = \sum_{\gamma'} \frac{1}{a_n(\gamma')} + \sum_{\gamma''} \frac{1}{a_n(\gamma'')},
\]

where \( \sum_{\gamma'} \) and \( \sum_{\gamma''} \) denote the sum over the components of \( \Gamma \setminus N^+_n \) intersecting the complement of \( C_\epsilon \) and contained in \( C_\epsilon \), respectively. From the definition of \( b_n \), it follows that there are at most \( b_n \) connected components of \( \Gamma \setminus N^+_n \) contained in the complement of \( C_\epsilon \) provided that \( \delta \) is sufficiently small.

Since \( \Phi \) is hyperbolic, there exist \( c > 0 \) and \( \Lambda > 1 \) such that \( A_n \geq c\Lambda^n \) for every \( n \in \mathbb{N} \), and \( b_n \) grows linearly in \( n \) by Theorem 3.10, we can find \( n_0 \in \mathbb{N} \) such that \( A_n > b_n \) for every \( n \geq n_0 \). Choose \( n \geq n_0 \), which will be kept fixed throughout the rest of the proof.
Now, $N^+_n$ consists of finitely many curves that either are disjoint or intersect pairwise at finitely many points (see the proof of [11, Proposition 2.3]). Thus, there exists $d(\epsilon) \to 0$ as $\epsilon \to 0$ such that any two distinct components of $C^c_\epsilon \cap N^+_n$ either have a distance greater than $d(\epsilon)$ or meet at a point that is not a tangential singularity. In view of the choice of $n$ and the fact that $a_n(\gamma) \geq A_n$, there exists $0 < \eta < 1$ such that
\[ \sum_{\gamma'} \frac{1}{a_n(\gamma')} \leq \frac{b_n}{A_n} = 1 - \eta, \quad (4.5) \]
provided that $d < d(\epsilon)$.

From Lemma 4.16, we have $a_n(\gamma'') \to +\infty$ as $\epsilon \to 0$ for every $\gamma''$. Thus, by choosing $\epsilon$ sufficiently small, we can make sure that
\[ \sum_{\gamma''} \frac{1}{a_n(\gamma'')} < \frac{\eta}{2}. \quad (4.6) \]

Combining (4.5) and (4.6), which do not depend on $\Gamma$, we obtain
\[ \sum_{\gamma} \frac{1}{a_n(\gamma)} < 1 - \frac{\eta}{2} \]
for every $\delta$ sufficiently small and for every $\Gamma \in \mathcal{H}(\delta)$. This implies (4.1), and completes the proof. \qed

**Proof of Theorem 4.12.** First of all, we observe that for $F = \Phi$, Theorem 4.8 remains valid if Condition H is satisfied only by $h$-curves, since the local unstable manifolds of $\Phi$ are $h$-curves (see [11, Proposition 2.7]). By Proposition 4.10, the map $\Phi$ satisfies Conditions A1 and A2. By Proposition 4.17 and Theorem 4.15, Condition H holds for $\Phi$ and $h$-curves. Hence, Theorem 4.8 applies to $\Phi$.

We now prove the second claim of the theorem. Consider a Bernoulli component $(\Phi^k|_{\mathcal{M}_{i,j}}, \mu_{i,j})$ of $\Phi$, and let $\Psi = \Phi^k|_{\mathcal{M}_{i,j}}$. By Proposition 4.17, the $n$-step expansion condition holds true for $\Psi$ for some $n \geq k_i$. It follows from [4, Proposition 10.1] (see also [6, Theorem 10]) that it is enough to establish the exponential decay of correlations for $(\Psi^n, \mu_{i,j})$. To do that, we apply a theorem of Chernov and Zhang [7, Theorem 1] to $\Psi^n$. This theorem has five hypotheses H.1-H.5. It is not difficult to see that H.1 and H2 follow from our Conditions A2 and A1, respectively. The finiteness of the number of smooth components of $N^+$ and $N^-$ follows from Remark 3.3 and the first part of the proof of Lemma 3.6. Hypothesis H.3 is satisfied if we take as the $\Psi^n$-invariant class of smooth $u$-curves the set of all $h$-curves. Indeed, this class satisfies the three conditions of H.3: i) the curvature of the $h$-curves is clearly uniformly bounded, ii) the restriction of $D\Psi^n$ along $h$-curves has uniform distortion bounds because the restriction of $\Psi^n$ to an $h$-curve is a piecewise affine map, and iii) by Lemma 5.7 (see also [15, Proposition 10]), the stable holonomy is absolutely continuous. Since
$(\Psi, \mu_{i,j})$ is Bernoulli, hypothesis H.4 is trivially satisfied. Thus, using [7, Theorem 1], we conclude that $(\Psi^n, \mu_{i,j})$ has exponential decay of correlations for Hölder observables. The same is true for $(\Psi, \mu_{i,j})$ by [4, Proposition 10.1].

5. Basins of the ergodic SRB measures

Recall that $\Phi = \Phi_{f,P}$ denotes the billiard map for the polygon $P$ with contracting reflection law $f$. The aim of this section is to prove the following theorem.

**Theorem 5.1.** Let $P$ be a polygon without parallel sides facing each other. Then the union of the basins of the ergodic SRB measures of $\Phi$ has full Lebesgue measure.

Choose $\epsilon > 0$ so that Proposition 4.4 and Theorem 4.15 hold. From now on, to simplify our notation, we will drop the index $\epsilon$ from the symbols $\hat{D}_{\epsilon,l}^+, D_{\epsilon,l}^-, D_{\epsilon,l}^0$.

To prove Theorem 5.1, we will follow the proof of [3, Proposition 4.2], where a similar result is proved for smooth maps.

**Definition 5.2.** Given a $C^1$ simple open curve $\gamma$ in $M$ and a point $x \in \gamma$, we say that $\gamma$ has size $\delta$ around $x$ if the length of the connected components of $\gamma \setminus \{x\}$ is greater than or equal to $\delta$.

**Definition 5.3.** Given an $h$-curve $\gamma$, a point $x \in \gamma$ and $n \in \mathbb{N}$, let $R_n^\alpha(\gamma)(x)$ be the connected component of $\Phi_n^\alpha(\gamma)$ containing $\Phi_n^\alpha(x)$. Define

$$\gamma(n, \delta) = \{y \in \gamma: R_n^\alpha(y) \text{ has size } \delta \text{ around } \Phi_n^\alpha(y)\}.$$ 

Let $\epsilon_0 > 0$ and $0 < a < 1$ be as in Condition H, and let $c > 0$ and $\lambda > 1$ be as in Condition A2.

**Lemma 5.4.** There exists $\tilde{C} = \tilde{C}(\Phi) > 0$ such that for every $h$-curve $\gamma$, there exists $n_0 = n_0(\gamma)$ such that if $n \geq n_0$ and $0 < \delta < c\epsilon_0$, then

$$\ell(\gamma \setminus \gamma(n, \delta)) \leq \tilde{C}\ell(\gamma)\delta.$$ 

**Proof.** Let $\gamma$ be an $h$-curve. If $x \in \gamma \setminus \gamma(n, \delta)$, then either $x \in N_n^+$ or $d(\Phi^n(x), \partial \Phi^n(\gamma \setminus N_n^+)) < \delta$. Let $B \subset \partial \Phi^n(\gamma \setminus N_n^+)$ be the image under $\Phi^n$ of the endpoints of $\gamma$ that do not belong to $N_n^+$. Note that the elements of $\partial \Phi^n(\gamma \setminus N_n^+) \setminus B$ are discontinuities of $\Phi^{-n}$. Since the horizontal direction coincides with the unstable direction and $\|DF^n|_{E^u}\| \geq c\lambda^n$, $\gamma \setminus \gamma(n, \delta) \subset \bigcup_{i=0}^{n-1} \left(\gamma \cap \Phi^{-i}\left(N_{\delta\lambda^{-n+i}/c}^+\right)\right) \cup \left(\gamma \cap \Phi^{-n}(B_\delta)\right).$
Using (4.2), we obtain
\[
\ell (\gamma \setminus (\gamma(n, \delta))) \leq \sum_{i=0}^{n-1} \ell \left( \gamma \cap \Phi^{-i} \left( N_{\delta, n+i/c}^+ \right) \right) + \ell \left( \gamma \cap \Phi^{-n}(B_{\delta}) \right) \\
\leq \sum_{i=0}^{n-1} \frac{C \delta}{c \lambda^{n-i}} \left( a^i + \ell(\gamma) \right) + \frac{2 \delta}{c \lambda^n} \\
\leq \frac{c \delta}{c \lambda^n} \sum_{i=0}^{n-1} (a \lambda)^i + \frac{2 \delta}{c \lambda^n} \\
\leq \frac{C \delta}{c \lambda^n} \left( \frac{1}{1 - a \lambda^i} + \frac{1 - \lambda^n}{1 - \lambda} \right) \ell(\gamma) + \frac{2 \delta}{c \lambda^n} \\
\leq \frac{C \delta}{c} \left( \frac{\lambda^{-n} - a^n}{1 - a \lambda} + \frac{\lambda^{-n} - 1}{1 - \lambda} \right) \ell(\gamma) + \frac{2}{C \lambda^n} \\
\leq \frac{2 C \delta}{c} \ell(\gamma) \delta
\]
for all \( n \) such that the expression in parentheses in the penultimate inequality is smaller than \( 2 \ell(\gamma) \).

Let \( \hat{D}^+ = \bigcup_{l \in \mathbb{N}} \hat{D}_l^+ \).

**Lemma 5.5.** For any \( h \)-curve \( \gamma \), we have \( \ell(\gamma) = \ell(\gamma \cap \hat{D}^+) \).

**Proof.** Since \( D_l^+ \) is increasing in \( l \), we have \( \ell(\gamma \setminus \hat{D}_l^+) \to \ell(\gamma \setminus \hat{D}^+) \) as \( l \to +\infty \). Now,
\[
\gamma \setminus \hat{D}_l^+ \subset \bigcup_{n=0}^{\infty} \left( \gamma \cap \Phi^{-n} \left( N_{l-1,e^{-n}}^+ \right) \right)
\]
If \( l \) is sufficiently large, then by (4.2),
\[
\ell(\gamma \setminus \hat{D}_l^+) \leq \sum_{n=0}^{\infty} \ell \left( \gamma \cap \Phi^{-n} \left( N_{l-1,e^{-n}}^+ \right) \right) \\
\leq \frac{C}{l} \sum_{n=0}^{\infty} e^{-en} (a^n + \ell(\gamma)) \leq \frac{C}{l} \cdot \frac{1 + \ell(\gamma)}{1 - e^{-e}} \xrightarrow{l \to +\infty} 0.
\]

Given an \( h \)-curve \( \gamma \), we call \( \gamma \)-limit measure any weak-* accumulation point of the averages
\[
\mu_{\gamma,n} := \frac{1}{n} \sum_{j=0}^{n-1} \Phi_j^s \text{Leb}_\gamma,
\]
where $\text{Leb}_\gamma$ denotes the normalized Lebesgue measure of $\gamma$, i.e. given any Borel set $A \subset M$,

$$\text{Leb}_\gamma(A) = \frac{\ell(\gamma \cap A)}{\ell(\gamma)}.$$  

The next is the key result on the existence of SRB measures proved in [15]. We recall part of the proof, for the convenience of the reader.

**Lemma 5.6.** If $\gamma$ is an $h$-curve, then any $\gamma$-limit measure $\mu$ is invariant and satisfies $\mu(D^0) = 1$. In addition, if $\gamma \cap D^+ \neq \emptyset$, then $\mu$ is an SRB measure.

**Proof.** Consider the function $\varphi : M \setminus N^+ \to \mathbb{R}$,

$$\varphi(x) := \text{dist}(x, N^+),$$

where the distance between $x$ and $N^+$ is measured along the horizontal line through $x$. Since $\varphi$ is bounded from above, for any probability measure $\nu$, the integral $\int \log \varphi \, d\nu$ is well-defined in $[-\infty, +\infty)$. Notice also that for all sub-intervals $I$ of some fixed compact interval containing the origin, $\int_I \log |x| \, dx \geq -\ell(I)$. Hence, by a change of coordinates

$$\int_{\gamma \cap \Phi^{-j}(N^+)} \log \text{dist}(\Phi^j(x), N^+) \, dx \geq -\ell(\gamma \cap \Phi^{-j}(N^+)$$,

and by (4.2) there exists a constant $C > 0$ such that

$$\int \log \varphi \, d\mu_{\gamma,n} = \int_{N^+} \log \varphi \, d\mu_{\gamma,n} + \int_{M \setminus N^+} \log \varphi \, d\mu_{\gamma,n}$$

$$\geq -\frac{1}{n} \sum_{j=0}^{n-1} C \epsilon \left( a_j + \ell(\gamma) \right) - \log(1/\epsilon)$$

$$\geq -C \epsilon - \frac{C \epsilon}{n \ell(\gamma) \left( 1 - \eta \right)} - \log(1/\epsilon) > -\infty .$$

Because this lower bound is uniform in $n$, the function $\log \varphi$ is $\mu$-integrable, with $\int \log \varphi \, d\mu \geq -C \epsilon - \log(1/\epsilon)$. Similarly, $\log \varphi \circ \Phi^k$ is $\mu$-integrable for every $k \in \mathbb{Z}$. Hence, $\mu(\Phi(N^+)) = 0$.

To prove that $\mu$ is invariant it is enough to see, for any continuous function $\psi : M \to \mathbb{R}$, that

$$\int \psi \, d\mu = \int \psi \circ \Phi \, d\mu . \quad (5.1)$$

If $\psi = 0$ on $\Phi(N^+)$ then the composition $\psi \circ \Phi$ is also continuous on $M$, and hence

$$\lim_{k \to +\infty} \int \psi \circ \Phi \, d\mu_{\gamma,n_k} = \int \psi \circ \Phi \, d\mu .$$
On the other hand, a standard calculation gives
\[
\left| \int \psi \, d\mu_{\gamma,n} - \int \psi \circ \Phi \, d\mu_{\gamma,n} \right| \leq \frac{2}{n} \|\psi\|_{\infty}.
\]
Passing to the limit we get (5.1).

In general, given any continuous function \( \psi : M \to \mathbb{R} \), because \( \mu(\Phi(N^+)) = 0 \), we can approximate \( \psi \) by continuous functions \( \psi' \) vanishing on \( \Phi(N^+) \), and taking the limit we obtain the invariance relation (5.1) for \( \psi \). This proves that \( \mu \) is invariant.

By Lemma 5.5, \( \text{Leb}_n(\hat{D}^+) = 1 \). Hence because \( \Phi(\hat{D}^+) \subseteq \hat{D}^+ \), we have \( \mu_{\gamma,n}(\hat{D}^+) = 1 \) for all \( n \geq 1 \). Thus, taking the limit, \( \mu(\hat{D}^+) = 1 \).

We are now left to prove that \( \mu(D^-) = 1 \). From Birkhoff’s ergodic theorem, for \( \mu \)-almost every \( x \in M \), \( \lim_{n \to +\infty} \frac{1}{n} \log \varphi(\Phi^{-n}x) = 0 \). This implies that there exists \( l \in \mathbb{N} \) such that \( \varphi(\Phi^{-n}x) \geq l^{-1} e^{-n \epsilon} \) for all \( n \in \mathbb{N} \). Hence,
\[
\text{dist}(\Phi^{-(n-1)}x, N^-) \geq \text{dist}(\Phi^{-n}x, N^+) = \varphi(\Phi^{-n}x) \geq l^{-1} e^{-n \epsilon},
\]
which proves that \( x \in D^-_l \) for some \( l \in \mathbb{N} \). Thus \( \mu(D^-) = 1 \). The last claim follows from the proof of existence of SRB measures in [15, Theorem 1].

In the next lemma, we prove that the stable holonomy is Lipschitz continuous (c.f. [15, Proposition 10]).

**Lemma 5.7.** Given \( l \in \mathbb{N} \), there are constants \( \delta > 0 \) and \( C > 0 \) such that if \( \Gamma \) and \( \Gamma' \) are h-curves whose distance is less than \( \delta \), \( x_1, x_2 \in \Gamma \cap \hat{D}^+_l \) with \( |x_1 - x_2| < \delta \) and \( x'_1 := \Gamma' \cap W^s_l(x_i) \), then
\[
\frac{|x'_1 - x'_2|}{|x_1 - x_2|} \leq C.
\]

**Proof.** The proof consists of a few steps.

(a) First the slope of local stable manifolds is uniformly bounded away from 0. This follows easily from the expression for tangent space to the stable manifold in the proof of [9, Proposition 3.1].

(b) Let \( \Gamma_n(x_i) \) denote the \( \Phi^n \) pre-image of the connected component of \( \Phi^n(\Gamma) \) that contains \( \Phi^n(x_i) \). Let \( \Gamma'_n(x_i) \) be the corresponding component of \( \Gamma' \) w.r.t. \( x'_1 \). Denoting \( \alpha_n = (\Phi^n|_{\Gamma_n(x_i)})' \), resp. \( \alpha'_n = (\Phi^n|_{\Gamma'_n(x_i)})' \), then
\[
\left| \log \frac{\alpha_n}{\alpha'_n} \right| \leq C \delta.
\]

Notice that \( \alpha_n(s_0, \theta_0) = \prod_{j=0}^{n-1} \rho(\theta_j) \), where \( \rho(\theta) := \cos f(\theta) / \cos \theta \) and for each \( i \geq 1 \), \( (s_i, \theta_i) \) is the image of \( (s_{i-1}, f(\theta_{i-1})) \) by the specular billiard.

Given another point \( (s'_0, \theta'_0) \in W^s_{\text{loc}}(s_0, \theta_0) \), denote by \( \theta'_i \) the analogous angles for \( (s'_0, \theta'_0) \). Since \( \log \rho(\theta) \) is Lipschitz, and \( |\theta'_j - \theta_j| \) decay
By parts (b) and (c) and the mean value theorem, we obtain
\[
\left| \log \frac{\alpha_n(s_0, \theta_0)}{\alpha_n(s_0, \theta_0')} \right| \leq \sum_{j=0}^{n-1} |\log \rho(\theta_j) - \log \rho(\theta_j')| \leq \sum_{j=0}^{n-1} C |\theta_j - \theta_j'| \leq C |\theta_0 - \theta_0'| = C \delta.
\]

(c) Write \( x_{1,n} = \Phi^n(x_1), x_{2,n} = \Phi^n(x_2) \), and consider the first \( n \geq 1 \) such that \( x_{1,n} \) and \( x_{2,n} \) do not belong to the same branch domain of \( \Phi \). Because \( x_i \in \hat{D}_i^+ \), and these two points are separated by singular curve, we have \( |x_{1,n} - x_{2,n}| \leq 2 l^{-1} e^{-n \epsilon} \). Writing \( x_{1,n}' = \Phi^n(x_{1}') \) and \( x_{2,n}' = \Phi^n(x_{2}') \), we have \( |x_{1,n} - x_{1,n}'| = 1/\alpha_n(x_1) \ll l^{-1} e^{-n \epsilon} \). Hence, combining this information with (a), we get
\[
\frac{|x_{1,n}' - x_{2,n}'|}{|x_{1,n} - x_{2,n}|} \leq C.
\]

(d) By parts (b) and (c) and the mean value theorem, we obtain
\[
\frac{|x_1' - x_2'|}{|x_1 - x_2|} \asymp \frac{\alpha_n}{\alpha_n'} \left| \frac{x_{1,n}' - x_{2,n}'}{x_{1,n} - x_{2,n}} \right| \leq e^{C \delta} \frac{|x_{1,n}' - x_{2,n}'|}{|x_{1,n} - x_{2,n}|} \leq C e^{C \delta}.
\]

\[\square\]

By Proposition 4.4, for every \( l \in \mathbb{N} \), there exists \( \delta_i > 0 \) such that any point \( x \in \hat{D}_i^+ \) (resp. \( x \in \hat{D}_i^- \)) has a local stable (resp. unstable) curve of size \( \delta_i \) around \( x \), denoted by \( W^s_i(x) \) (resp. \( W^u_i(x) \)). For any set \( A \subset D^0_i \), define \( W^s_i(A) = \bigcup_{x \in A} W^s_i(x) \).

**Lemma 5.8.** Let \( \gamma \) be an \( h \)-curve such that \( \gamma \cap D^- \neq \emptyset \). If \( \mu \) is a \( \gamma \)-limit measure, then there exists an ergodic component \( \mu_c \) of \( \mu \) such that \( \text{Leb}_\gamma(B(\mu_c)) > 0 \).

**Proof.** By Lemma 5.6, \( \mu \) is an SRB measure of \( \Phi \). According to Theorem 4.12, we may decompose \( \mu \) into a finite number of ergodic components \( \mu_i \), \( i = 1, \ldots, r \) such that \( \mu \) is a convex combination of the ergodic measures \( \mu_i \), i.e. \( \mu = \sum_i \alpha_i \mu_i \). If \( B := \bigcup_{i=1}^r B(\mu_i) \), then
\[
\mu(B) = 1. \tag{5.2}
\]

Given \( l \in \mathbb{N} \) define
\[
\Omega_i^l := \left\{ x \in D^0_i : \text{Leb}_{W^s_i(x)}(D_i^0 \cap B) > 1 - \frac{\delta}{10} \right\}
\]
where \( \delta = \delta(l) \) is smaller than \( \delta \) as in Lemma 5.7 and to be determined later. Notice that \( \mu(D_i^0 \cap B) = 1 \) due to Lemma 5.6 and (5.2). By the
properties of an SRB measure (see [15, Proposition 9]), we obtain
\[ \mu \left( \bigcup_{l \in \mathbb{N}} \Omega_l^0 \right) = 1. \]

Let \( B(x, \delta) \) be the open ball of size \( \delta \) around \( x \in M \). For every \( x \in \Omega_l^0 \), denote by \( \Pi_l(x) \) the union of all \( h \)-curves of size \( \delta/10 \) centered at \( y \in W^s_l(x) \cap B(x, \delta) \).

The set
\[ U_l := \bigcup_{x \in \Omega_l^0} \Pi_l(x) \]
is open and contains \( \Omega_l^0 \). Choose \( l \in \mathbb{N} \) sufficiently large such that
\[ \mu(\Omega_l^0) > \frac{9}{10}. \]

Since \( \mu \) is a \( \gamma \)-limit and \( U_l \) is open, we have
\[ \liminf_n \mu_{\gamma,n}(U_l) \geq \mu(U_l) \geq \mu(\Omega_l^0) > \frac{9}{10}. \]

Hence, for infinitely many \( n \in \mathbb{N} \),
\[ \text{Leb}_\gamma(\Phi^{-n}(U_l))) > \frac{9}{10}. \quad (5.3) \]

Notice that \( \delta(l) \to 0 \) as \( l \to \infty \). According to Lemma 5.4, for any \( l \in \mathbb{N} \) sufficiently large there exists \( n_0 \in \mathbb{N} \) such that for every \( n \geq n_0 \),
\[ \text{Leb}_\gamma(\gamma(n, \delta)) > \frac{9}{10}. \]

This lower bound together with (5.3) implies that there exist \( l \in \mathbb{N} \) and \( n \in \mathbb{N} \) such that
\[ \text{Leb}_\gamma(\gamma(n, \delta) \cap \Phi^{-n}(U_l)) > \frac{4}{5}. \]

Therefore, \( \Phi^n(y) \in \Pi_l(x) \) for some \( x \in \Omega_l^0 \) and \( y \in \gamma(n, \delta) \).

Recall that \( R^n_\gamma(y) \) is the \( h \)-curve of size \( \delta \) around \( \Phi^n(y) \). Hence, we can find \( z \in \gamma \) such that \( \Phi^n(z) \in W^s_l(x) \) and an \( h \)-curve contained in \( R^n_\gamma(y) \) of size \( \frac{9}{10} \delta \) around \( \Phi^n(z) \). Moreover, since \( x \in \Omega_l^0 \) we know that,
\[ \text{Leb}_{W^s_l(x)}(D_l^0 \cap B) > 1 - \frac{\delta}{10}. \]

This means that \( W^s_l(W^n_l(x) \cap D_l^0 \cap B) \) has no ‘vertical gaps’ having size larger than \( \delta/10 \). The local stable manifolds of points in \( D_l^0 \) vary continuously. Thus, by choosing a sufficiently small \( \delta(l) \) and using the absolute continuity of the stable holonomy, we can make sure that \( R^n_\gamma(y) \) intersects \( W^s_l(W^n_l(x) \cap D_l^0 \cap B) \) on a set of positive \( \ell \)-measure.

Notice that if \( z \in B \cap D_l^0 \), then \( W^s_l(z) \subset B \). Hence, \( \text{Leb}_{W^s_l(x)}(B) > 0 \). This implies \( \text{Leb}_\gamma(B(\mu_i)) > 0 \) for some \( i = 1, \ldots, r \), because the restriction of \( \Phi^{-n} \) to \( R^n_\gamma(y) \) is affine.

\( \square \)
Lemma 5.9. If \( \gamma \) is an \( h \)-curve, then there exists an ergodic SRB measure \( \mu_c \) such that \( \text{Leb}_c(B(\mu_c)) > 0 \).

**Proof.** In order to apply Lemma 5.8 we produce a sub-limit \( \Gamma \) of iterates of \( \gamma \) such that \( \Gamma \cap D^- \neq \emptyset \).

Let \( \mu \) be a \( \gamma \)-limit measure. By Lemma 5.6, we can take \( l \in \mathbb{N} \) such that \( \mu(D^0_l) > \frac{9}{10} \). By Lemma 5.4, there exists \( \delta > 0 \), which we assume to be much smaller than the size of the local stable curves of points in \( D^0_l \), such that for all large \( n \),

\[
\text{Leb}_c(\gamma(n, \delta)) > \frac{9}{10}.
\]

Denote by \( \lambda_0 \), resp. \( \lambda_1 \), the restriction of the measure \( \text{Leb}_\gamma \) to \( \gamma(n, \delta) \), resp. \( \gamma \setminus \gamma(n, \delta) \), so that \( \text{Leb}_\gamma = \lambda_0 + \lambda_1 \). Setting \( \mu_{\gamma,n}^0 = \frac{1}{n} \sum_{j=0}^{n-1} \Phi_s^j \lambda_0 \) and \( \mu_{\gamma,n}^1 = \frac{1}{n} \sum_{j=0}^{n-1} \Phi_s^j \lambda_1 \), we also have \( \mu_{\gamma,n} = \mu_{\gamma,n}^0 + \mu_{\gamma,n}^1 \). Hence there exists weak-* sublimits \( \mu_0^\gamma \) of \( \mu_{\gamma,n}^0 \) and \( \mu_1^\gamma \) of \( \mu_{\gamma,n}^1 \), respectively, such that \( \mu = \mu_0 + \mu_1 \). By construction \( \mu_0 \) has total mass \( \geq 9/10 \) while \( \mu_1 \) has total mass \( \leq 1/10 \).

Given a set \( \gamma_0 \subset M \), let us say that \( z \in M \) is a \( \gamma_0 \)-limit point if there exists a sequence of points \( x_k \in \gamma_0 \) and a sequence of times \( n_k \to +\infty \) such that \( z = \lim_{k \to +\infty} \Phi_{\gamma_k}^n(x_k) \). With this terminology, any point \( z \in \text{supp}(\mu) \) is a \( \gamma \)-limit point, and any point \( z \in \text{supp}(\mu_0) \) is a \( \gamma(n, \delta) \)-limit point. Notice that \( \mu(\text{supp}(\mu_0)) \geq \mu_0(\text{supp}(\mu_0)) \geq 9/10 \). Therefore \( \mu(\text{supp}(\mu_0) \cap D^0_l) > 4/5 \). Hence, if \( z \in \text{supp}(\mu_0) \cap D^0_l \) and \( \Gamma \) is an \( h \)-curve \( \Gamma \subset W^u_l(z) \) of size \( \delta \) around \( z \), then \( \Gamma \) is accumulated by forward iterates \( \gamma_n \) of \( \gamma \) with \( \ell(\gamma_n) \geq \delta \).

Applying Lemma 5.8 to \( \Gamma \), we have \( \text{Leb}_c(B(\mu_c)) > 0 \) for some ergodic SRB measure \( \mu_c \), which is an ergodic component of a \( \Gamma \)-limit measure.

Since \( \Gamma \) is accumulated by forward iterates \( \gamma_n \) of \( \gamma \) with \( \ell(\gamma_n) \geq \delta \), the Lipschitz continuity of the stable holonomy (see Lemma 5.7) implies that \( \text{Leb}_c(\gamma(B(\mu_c))) > 0 \), and so \( \text{Leb}_c(B(\mu_c)) > 0 \) because the restriction of \( \Phi_{-n}^\gamma \) along \( \gamma_n \) is affine. \( \square \)

**Proof of Theorem 5.1.** Let \( \mu_1, \ldots, \mu_r \) be the ergodic SRB measures of \( \Phi \). Define

\[
B = B(\mu_1) \cup \cdots \cup B(\mu_r) \quad \text{and} \quad A = M \setminus B.
\]

Assume that \( \text{Leb}(A) > 0 \). We will derive a contradiction from this assumption.

By Fubini’s Theorem, there is an \( h \)-curve \( \gamma \) such that \( \ell(\gamma \cap A) > 0 \). By Lemma 5.4, for some small \( \delta > 0 \) and some \( n_0 \in \mathbb{N} \), we have \( \ell(\gamma(n, \delta) \cap A) > 0 \) for all \( n \geq n_0 \).

Take a Lebesgue density point \( x \in \gamma(n, \delta) \cap A \), and consider a strictly increasing sequence \( \{n_i\} \) such that the sequence of \( h \)-curves \( \{R^{n_i}_l(x)\} \) converges to some \( h \)-curve \( \Gamma \) of length \( \geq \delta \). Notice that the space of
all \( h \)-curves with \( \ell(\Gamma) \geq \delta \) endowed with the Hausdorff distance is compact.

By Lemma 5.9, \( \text{Leb}_\Gamma(B) > 0 \). Hence, Lemma 5.5 gives an \( l \in \mathbb{N} \) such that
\[
\eta := \ell\left( \Gamma \cap \hat{D}_l^+ \cap B \right) > 0.
\]
Since the local stable curves of points of \( \Gamma \cap \hat{D}_l^+ \cap B \) have uniform size \( \delta_l \), they must intersect \( R^{\nu_i}(x) \) for all \( i \) sufficiently large. The Lipschitz continuity of the stable holonomy (see Lemma 5.7) implies
\[
\ell\left( R^{\nu_i}(x) \cap B \right) \geq \frac{\eta}{2} \ell\left( R^{\nu_i}(x) \right).
\]
Consider the curve \( \gamma' := \Phi^{-n}(R^{\nu_i}(x)) \). Since the restriction of \( \Phi^{\nu_i} \) to \( \gamma' \) is affine, we conclude
\[
\ell(\gamma' \cap B) \geq \frac{\eta}{2} \ell(\gamma').
\]
However, \( x \) is a density point of \( A \cap \gamma \), and so the proportion
\[
\frac{\ell(\gamma' \cap B)}{\ell(\gamma')}
\]
can be made arbitrarily small by choosing a sufficiently small \( h \)-curve \( \gamma' \) around \( x \). This fact contradicts the previous conclusion. \( \square \)
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